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EXECUTTVE SUMMARY

The purpose of this study is to research appropriate advanced
technologies and present concepts and initial designs for distributed,
survivable direction and control (D&C) communications systems for civil
defense in the 1980's.

Although the existing communications networks are adequate for
benign conditions, they are not expected to be sufficiently flexible and
survivable under stress. DPopulation relocation operations and changes A
in civil defense locations and responsibilities cannot be accommodated. ?;é

5
3
=4

The present commerclal telephone network cannot be relied upor because

restoration after almost assured damage is dependent upon a manual process. =
The present HF radio backup network (CDNARS) has insufficient capacity |
and therefore cannot meet the anticipated needs. »

Conceptual design of a responsive communication system must await
consideration of Program D-prime and the establishment of FEMA, as well
as detatled tradeoff analyses of the vavrious design options in perfor-
mance, cost, risk and development time. For the near term, implementation
of distributed, switched AT&T Long Lines network options and saturation
routing strategies can provide a relatively quick payoff. 1In the longer
term, the design of redundant modes of communicaticn is the key to
survivability. An automatically restored AT&T Long Lines systowm, embodyilng
digital switching and saturacrion routing is visualized as the basic system,
In addition, an independent satellite network should be implemented,
perhaps in the millimeter wavelengths, with TDMA and DAMA capabilities.
A third capability, operationally similar to the military MEECN* system,
is justified for communications system survivability. For this purpose,
a meteor burst scatter communications system seems to provide the requisite
characteristics. This scheme uses successive meteor trails to reflect
radio energy and permit direct point-tn-point communication over distances
of up to 1500 kilometers, his medium appears to be survivable in a nuclear
environment, and a low probability of intercept and anti-jam capability
are enhanced due to the directional character of the specular meteor
trail reflections.

i . . - Cacion bor
*Minimum Essential Emergency Communications Network \ Accebdloivf,_——~"‘
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At state and local levels, JTIDS/Packet Radio can augment existing
police, fire and land line communications. Both systems permit data to be
distributed to a large number of users. They are line-of-sight systems
and use relays for coverage beyond the horizon. Both technologies are
wobile and survivable. For information feedback and radiation sensor
transmissions an automatic system such as SCULPT** appears to have potential.
SCULPT offers privacy of communications, some immunity to interference
and the ability to accommodate various users with different data rates.
All would use the same bandwidth either simultaneously or alternately at
random without need for network discipline. The random access capability
with a low duty cvcle could result in a capability to accommodate a: large
number of users.

A more detailed system definition study is a natural follow-on to
this preliminary overview.

**SCULPT: Satellite communications using low power technique. A spread
spectrum system being developed by The MITRE Corporation for the
Maritime Commission.
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1.0 INTRODUCTION

L1 Purpese and Scope

The purpose of this study {s to rescarch appropriate advanced
technologies and discuss concepts and initial designs for distributed,

survivable, dirvection and control systems for civil defense in the
1980's.

Civil defensc direction and control (D&C) systems are analogous
to military command and ceatrol systems. They both involve vesources
that permit exccutives to exercise D&C, and both include the communi-
cations resources to support the execution of D&C functions. D&C
systems support the interaction of the federal, state and local
levels of the gevernmental hierarchy before, during and after overt
enemy action and involve alerting, emergency information and f{eedback

operations,

The primary focus of this study is on advanced technologies for
the communications subsystem, The communications subsystem binds
together the various elements of the D& process and hence, the
effectivoness of the D&C system is related to the performance of the

communications subsystem,

The approach of this study is to identify the operational and
technical requirements of the D&GC system and then describz advanced
comunications technhologies which are applicable to these require-
ments. This study:

® Discusses the requirements for a civil defense direction
and control communications system;

® ldentifies and describes advanced techuologies for the
D&C communications role; and

® Fvaluates initial design concepts employing advanced
technologies,

L1



1.2 Background

According to the contractual Statement of Work for this project,
a DSC aystem embraces:
® Facilities, personnel and systems, with necessary procedures
to permit civil government executives at all levels to
exercise effective direction and control of operations in
crisis evacuation, trans-attack, in-shelter, and post-shelter

periods, including but not limited to operations to. keep
to a minimum the radiation dose burden of survivors;

@® Survivable systems to provide both alerting and attack
warning to the civilian population, to local and state
officials and to federal civilian and military authorities;

@® Survivable systems to provide emergency information and
advice to the sheltered population through the trans-
attack, in-shelter and post-shelter periods; and

@ Survivable uystems to obtain, report, and analyze information
on attack effects of all types, as the basis for the conduct
of necessary emergency operations.

D&C activity nodes are the Defense Civil Preparedness Agency
headquarters in Washington, D.C., and its relocation site, eight
regional offices, the state civil preparedness agencies and many
local civil defense activities. The eilght regional offices, most
of which are in hardened sites, are located at: Maynard, Massachusetts;
Olney, Maryland; Thomasville, Georgia; Battle Creek, Michigan;
Denton, Texas; Denver, Colorado; Santa Rosa, California; and
Bothell, Washington. The eight regions are shown in Figure 1. The
hardened sites have the potential for sustained operations under

crisis conditions for thirty days.

The National Warning System (NAWAS) is the federal portion of
the nationwide civil defense warning system. It consists of leased
voice "party line" circuits for dissemination of warnings to state

governments and selected political subdivisions. Civil defense warnings

1-2
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originate at the National Civil Defense Warning Center collocated
with NORAD at Colorado Springs or from a designated alternate warning
center. The leased circuits connect the primary and alternate warning
centers to the DCPA headquarters, the eight regional centers, 346 p
federal agencies and more than 1400 local warning points which are . .
manned twenty-four hours a day. The NAWAS has a total of more than ‘ §
2300 terminals dispersed throughout the 49 continental states. ',ﬁ
' ﬁ
¥

The DCPA is also responsible for a special warning system for
the Washington, D.C., area. The Washington Warning System, WAWAS,

~
E

g
FS LA St

5

consists of: a siren system; a wireline system connecting local

&

Washington and suburban civil d+«fense, military, and other selected

-y

<
SR

.

federal activities; and a bell and light warning system in certain
federal buildings. Procedures and equipment are also available to

broadcast warnings over local commercial radio statioms.

v

CLaEEL 3T
#14
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Three communications nets provide the bulk of the emergency
information services. The Civil Defense National Teletype System
(CDNATS) 1is the primary record* network linking the DCPA headquarters,
the relocation headquarters, the eight regional centers, the 50
states, Puerto Rico, the District of Columbia, and certain locations
in Canada. The CDNATS accepts and processes messages simultaneously
from all of its teletype circuits. An automatic switching feature
allows users to send messages to a single address or to a multiple
of addresses within the system. The CDNATS 1is a leased, dedicated,
full-period, full-duplex, store and forward, 100-word per minute

#*{.e,, a communications system that provides a textual record of
the communications handled by the system.
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teletype system., State terminals are multiplexed* at their respective
region. The message switches at Regions Two and Six are interconnected
by a full=duplex 2400 baud circuit.** The layout uf the National

Civil Defense Teletype System is shown {n Figure 2,

The Civil Defense National Voice System (CDNAVS) 1is a combina-
tion of Autowatic Voice Network (AUTOVON) circuits and dedicated,
full-time, leased wire line circuits. AUTOVON is used between DCPA
headquarters, the relocation headquarters and the regional offices,
thereby providing these offices with access to all AUTOVON users in
the continental United States. Circuit pre-emption is provided at
the DCPA national and regional offices, The full-time dedicated
circuits provide direct connections between each of the regional
offices and the state offices in its region. Hardened cables have
been installed in the vicinity of a number of regional centers.

The Civil Defense National Voice System is shown in Figure 3.

The Civil Defense National Radio System (CDNARS) is a high
frequency radio network used as backup to the CDNATS and CDNAVS,
The system is operational in 49 states, the CDPA headquarters
and relocation headquarters, the eight regional offices, the
District of Columbia, Puerto Rico, and the Canal Zone. The CDNARS
is comprised of a national net which consists of the net control
station at Region Two (Olney, Maryland), seven regional offices,

and the relocation site; and a group of eight nets between regional

*Multiplexing refers to any technique which permits more than
one signal to share one physical communications facility.

**Speed in bauds is equal to the number of signaling elements
or symbols per second,.
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and state levels, with the federal regional centers acting as net
control atations. The Civil Defense National Radio System is
shown in Figure 4.

The DCPA has one other dedicated D&C communications system,
The Decision Information Distribution System (DIDS), partially
established but now mothballed, was designed to use a 50 kw low
frequency station to broadcast warnings, actuate sirens, and turn
on warning receivers throughout the 48 contiguous states. It was
to operate 24 hours a day, transmitting time checks and weather
broadcasts on a frequency of 179 KHz. The DCPA plan was to have
ten low frequency DIDS stations and two very low frequency stations
on approximately 50 KHz, broadcasting coded signal transmissions.

The DIDS was never activated.

By Executive Order 10952 and DoD Directive 5105.43, the DCPA
is also required to develop plans and operate systems to undertake
a nationwide post-attack assessment of the nature and extent of the
damage resulting from enemy attack, and to identify surviving re-
sources. Both direct, on-site assessment and reporting of damage
and indirect assessment is used. Indirect damage assessment is
achieved by calculations based on the type, size, and location of
nuclear detonations and their proximity to facilities and resources,

and the vulnerability of the resources.

1.3 The Threat

The concept of DCPA activities for the 1980 timeframe is
embodied in a program called D-prime. The worst-case threat of
D-prime visualizes a major nuclear attack against U.S. population
and industrial centers; it is in that context that the evaluation
of advanced communications technologies is accomplished.

1-8
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2.0 D& COMMUNLICATIONS SYSTEM REQUIREMENTS - 1985
2,1 General

DCPA has the mission by public law* to "make appropriate pro-
vision for necessary civil defense communications and for dissemination
of warning of enemy attacks to the civilian population.'" In
addition, comnmunications support must be provided for radiological
monitoring/reporting, damage assessment and population relocation,

It is beyond the scope of this study to determine what this broad
charter will mean in terms of quantitative communications require-
ments in the 1985 time period and beyond, Implementation of the
L-prime program (Section 1.3) and integration of needs of related
services within the new Federal Emergency Management Agency (FEMA)

with those of DCPA provide uncertainties that suggest a separate

effort be undertaken to permit an overall, top-level system design.
For the purposes of selecting and exploring candidate technologies
thalt might have application tc DCPA problems (the intent of this
study), it is deemed sufficient to assume that the gerneral character
of the present needs will not change from the perspective of the

user.

2.2 Existing D&C System

The existing D&C system from the user's viewpecint is synthesized
into a form depicted in Figure 5. Basically, the architecture is one
of two federal centers (one primary and a secondary) communicating
with eight regional centers. These, in turn, communicate with state
and then local governments. At rresent the communications services

between federal centers and regions is not great — typically 6 voice

*Public Law 920, Federal Civil Defense Act (as amended), 81st
Congress, 1948,
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lines plus 1l teletype circuit. One volce line is "party-line",
the others dlrect (full-time), two way circuits. In addition, the
federal and regjonal centers have access to the Department of
befense AUTOVON and AUTODIN networks within the Continental United
States. The dedicated voice and teletype lines, and AUTOVON/AUTODIN
within the contiguous states, are carried by the AT&T j.ong Lines
facilities. The backup for these channels 1s the HF radio system,
CDNARS, which provides one voice and one teletype circuit. The
federal and regional centers have access to the commercial Direct
Distance Dialing (DDD) mnetwork. The regional centers can also use
the Federal Telecommunications System (FTS), leased from the ATET

Long Lines system,

Communicat ions channels between regional ceuters and primary
state civil defense locations are even fewer in number : :d consist
of two voice chamnels (one of which is "party~line”), one teletype
circuit, and DDD access. All these lines are handled over AT&T
Long Lines facilities. The HF radio backup of one voice and one

teletype circuit extends to every state except Vermont,

Between the state centers and local civil defense activities
only the single "party-line'" voice circuit, supplemented by the
bDD, exists. Both are carried by the commercial telephone system.
In addition, local communications, such as police and emergency

radios, are used.

In the event that region to state communications are disturbed,
there is no quick-reaction alternative except to rely on DDD or
the HF system, the CDNARS. If the communications outage is caused

by destruction of a regional center, the adjacent regional center

2-3
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absorbs the states in that sector and attempts to establish communi-
cations via DDD or CDNARS. If one or more state centers are

neutralized, adjacent states try to adjust in the same manner,

Typlcal communications ranges are: from federal centers to
regional centers, from line=of-sight to 5000 km; from regional
centers to state ceunters, up to LO00 km (except Hawaii and Alaska,
about 5000 km); state to local communications ranges saldom exceed
750 km. The 2400 baud circult connecting Regions Two and Six is
about 3000 km long.

2.3 Projected Requirements

Two of the basic determinants of civil defense communications
needs will not vary signif{lcantly over the next decade or so. These
determinants are: the nature of the civil defense threat, which
determines the quantity and density of traffic, and the geographic
distribution of civil defense agencies. Since there are no traffic
projections or expression of communications needs other than those
identified in 2,2 above, it is postulated that the requirement
for future communications support 1is reflected by the curreut
D&C communications system. Experience has shown, however, that
actual requirements vary from projected vequirements, In order
to accommodate for this possibility, it is assumed that the actual
volume of D&C communications in the 1980's may vary from today's
volume by a factor of two. Based on the foregoing, the channel

requirements for D&C communications in the 1980's would be:
® Between federal levels and regional centers:

- Ten direct full-time voice channels

- Two "party-line" channels

- Two channels for teletype or facsimile

- Two voice and two teletype/facsimile channels
as backup

= AUTODIN-I, AUTOVON and DDD switched networks

24
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@® Betveen regional centers and states:

~ Two fulletime voice channels
- Two “party-line" voice channels
~ Two teletype/facsimile channels

- Twe voice and two teletype/facsimile channels
as backup
- DDD switched network

@® DBetween states and local agencles:

-~ Two "party-line" voice channels
- Local assets
- DDD switched network

Additional changes in communications requirements will be induced
by new programs such as full implementation of Program D=prime and the
integration of DCPA into the Federal Emergency Management Agency (FEMA).
The exact extent of the impact of these programs will not be known until
th programs mature further, Program D~prime introduces the concept of
massive population velocation, which vequives a capability for mobille/
transportation D&C communications. The degree of mobility and the
required capacity of the mobile communications system is, at this time,
open to conjecture. Likewise, the counterpart communications systems
of other agencies comprising FEMA (Federal Disaster Assistance Adminis-
tration, Federal Preparecdness Agency, United States Fire Administration,
Federal Insurance Agency) may be capable of either augmenting DCPA's
D&C communications systems or placing additional demands upon 1it. At

this time, the full impact of these programs is not clear.
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3.0 ADVANCED COMMUNICATTONS TECHNOLOGIRS
3.1 General

Because of the lead time required for the development of
communications systems, the operating D&C system of the 1985 time
frame will probably use technologies now known. This section of
the project report describes a selection of advanced technologies
that may be applicable to DCPA communications needs, and forms
the basis for the discussion of D&C system concepts and designs

In the next sectlon of the report,

The two basic media for communications are radio and cable.
The first two subsectione briefly summarize advances in technology
affecting these media. Digital communications technology is briefly

described In the next subsection. A fourth discusses the application

~ PP sy a1 LTl
e remainder deal with ot

having a bearing on D&C communications.

3.2 Advances in Radio Communications

Radio communications, one of the two basic transmission mediums,
is used extensively in the current D&C system. The Civil Defense
National Radio System (CDNARS) uses high frequency radio trausmissions.
In addition, the leased teletype and voice systems, CDNATS and CDNAVS,
include links operating in the microwave bands. The CDNARS capitalizes
on the ionospheric reflection and atmospheric scattering characteristics
of high frequency transmissions to provide extensive coverage. The
microwave links, both terrestrial and satellite, are directional aund
limited te line-of-sight (usually about 50 kilometers for the non-
satellite links).




The normal line-of-sight range of microwave radios can be

extended by scattering microwave energy through the troposphere

or reflecting microwaves off ionized meteor trails. Although tropo-
spheric scatter is hardly a new technology, there are a number of
on-going programs to deveiop tropospheric scatter for military
applications similar to the D&C requirements. A MITRE paper,

WP-21839, "An alternative Approach to Low Vulnerability Communications,"
dated June 1978, describes low vulnerability troposcatter communica-

tion between centers up to 150 km.

Meteor scatter uses long trails of ionized particles, formed by

meteors entering the earth's atmosphere, to reflect microwave signals.
Stored data can be forwarded at very high speed during brief bursts
corresponding to the lifetimes of the individual meteor trails. Only
those trails suitably oriented are used for point-to-point communica-
tions. As a consequence, transmission cannot be continuous. Never-
theless, the bandwidth of a single meteor scatter channel appears to
be sufficiently large to support fairly high volume average data

transmission rates.

The altitude of the reflecting meteor trails permits direct
point-to-point communications over distances of up to 1500 kilometers
and the propagation mechanism appears to be generally survivable in
a nuclear environment. Because of these characteristics, meteor scatter
appears to provide a unique capability for D&C communications. This
technology is described in greater detail later in this report.

In addition to the range of microwave signals, frequency allocation
and congestion are major problems in radio communications. The fre-
quencies between 30 to 1000 MHz are the most congested because these
are the frequencies used by broadcast, television, ahd mobile
services. A solution to the congestion problem is to extend the portion

of the spectrum used into the range above 1000 MHz.

3-2



) gy . s s PP o b e S i
Sl R It A ™ Gt R L i S el SN A b A e i et Mt

e Ry P A R AL

At millimeter wavelengths, bandwidth is large but transmissions

suffer severe attenuation in rain and snow, limiting the distance
between stations. A significant advantage is that at these higher

frequencies, a smaller antenna is needed.

Above 10 GHz to about 36 GHz (K band) bandwidth is high and
congestion is not a problem, transmissions, however, are heavily
attentuated in rain and, in some cases, even by clear atmosphere. At
even higher frequencies such as those of light and infrared emissions,
transmissions can be sharply focused reducing electromagnetic inter-

ference problems, but fog and precipitation may absorb the signal.

Satellite communications are transmitted in the higher UHF

frequencies, the SHF band and the lower EHF frequencies.* The lowest
frequency ailocated for general communications via geostationary
satellites is 2.5 GHz. Most allocations of frequencies below 2.5 GHz
are for special purposes such as command channels to the satellites
and for military applications. Frequencies in the lower part of the
UHF spectrum have the advantages of relative efficiency and lower cost.
The military uses UHF satellites for tactical communications where
bandwidth is not critical.

The most important satellite frequencies today are in the 4/6
GHz band. Growth in satellite communications will be in the 12/14 GHz
band with possibly further growth in the 20/30 GHz and 100 GHz bands.

The employment of LF and VLF frequencies has been considered for
both civil defense and military communications in the past. 'n 1962,

*Radio frequency bands are designated as follows: VLF (very low
frequency), 3-30 KHz; LF (low frequency), 30-300 KHz; MF (medium
frequency), 300-3000 KHz; HF (high frequency), 3-30 MHz; VHF (very
high frequency), 30-300 MHz; UHF (ultra high frequency), 300-3000 MHz;
SHF (super high frequency), 3-30 GHz; EHF (extra high frequency),
30-300 GHz.
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The MITRE Corporation prepared a survey of unconventional communications &
techniques for the Office of Civil Defense (see Bibliography, Attridge) %é
which, addressed among others, a survivable VLF communications system. .
The study concluded that such a system would require antenna develop-
ment and associated research before effective transmission is realized. L
The cost of a normal above-ground station is expensive and constructing
a buried (hardened) system would magnify the cost. Since there is

little evidence of recent advances in LF/VLF technology, this portion %

of the spectrum is not addressed further in this study. %ﬁ
3

Each band of the radio spectrum has its own unique characteristics Lﬂ

and advantages/disadvantages in the D&C support role. Survivability ;z
requirements are more easily met as frequency increases and the effects ?
of scintillation* and ionization** are minimized. Flexibility decreases Ya
as frequency increases and transmissions become limited to line-of-sight, E
but this characteristic can be accommodated by satellite-borne trans- g
ponders or repeaters. g
b

The radio medium is inherently more flexible than cable or wire,
and relatively independent of fixed facilities. The supportability

e

of radio communications is enhanced by the need to restore only the
terminal nodes and not links also - except if a satellite relay is
neutralized. Scatter techniques also mitigate the problems associated 1
with the relay of line-of-sight transmissions.

3.3 Advances in Cables and Waveguides

Cablés and waveguides offer several distinct advantages in the

D&C application. They have an inherent tolerance to jamming,

. .
Scintillation - random fluctuation or fading of a received signal, !
with the deviation being relatively small and usually quite rapid. !

*
*Ionization - the formation of ions by the addition of electrons to :
the atmosphere by reaction to nuclear radiation. =
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{nterference, and cavesdropping. They have a very high capacity,

far exceeding D&C requirements, which enhances channel availability
for alternate circuilt routing. The survivability of the DCPA communi~
cations network is enhanced by the pervasiveness and redundancy
provided by the density of wire and cable which provide alternate
rvouting around physical damage. Some hardening of the links is
provided by burying the cables, both cross-country and in urban
conduits. A measure of flexibility is provided by modern switching

techniques which are discussed later in this report.

Coaxial cables, the highest capacity cables in commercial net-

works today, consist of a copper cylinder surrounding a single wire
conductor. The bandwidth of early coaxial cables was up to 3 MHz
but today is about 70 MHz, and two cables can carry 10,800 voice

channels.

Waveguides are metal tubes in which very high frequency radio
waves travel. Circular waveguides, "pipes" about two inches in
diameter, are commonly called millimeter waveguides because they

transmit frequencies from 40 to 110 GHz, which have a greater

bandwidth than all the through-the-air transmissions together.
Repeaters are placed every 30 to 4C kilometers on a waveguide,

compared with two kilometers on large coaxial systems.

One of the newest technologies in cable communications is é
optical fiber cables, which use glass fibers with signals at or @
close to the frequencies of light. By removing all the impurities
and making the glass of a high silica content, fibers with a very
low transmission loss have been manufactured. Fibers with a loss

of less than one decibel per kilometer have been developed, compared

o g

with losses as high as 28 decibels per kilometer in some conventional

cables. Digital repeaters on fiberoptic cables with one decibel loss

P
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per kilometer can be more than ten kilometers apart.
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Glass fibers can transmit either light or laser heams. Early

experimental systems used light-cmitting diodes (LEDs) as a source;
as the current supp.'ying the LED {s modulated, the light emitted
varies. For long distance, high capacity communications, however,

the laser shows more promise than the LED.

A laser produces a narrow beam of light that is coherent (all
the waves travel in unison) and is sharply monochromatic. In the
telecommunicatinns role, lasers provide highly controllable beams
of great intensity which can be amplified, and which have a
frequency 100,000 times higher than today's microwave signals. The
potential information carrying capacity is therefore thousands of

times greater than that of microwaves.

Laser signals can be multiplexed within a glass fiber; both
frequency and time division multiplexing have been accomplished.
Lascys can be made %o emit at different frequencies by varying the
semiconductor composition. Different frequency laser beams can be
modulated separately and transmitted through the same fiber., A
laser cun be wade to produce a series of narrow pulses of light,
which can be applied to time division muitiplexing. Pulse trains can
be used for pulse code modulation. Becaus: the pulses are relatively
far apart there is time to modulate them, and because the pulses are
very narrow, several pulse traine can be interleaved (time division

multiplexed).

The deveiopment of optical fiber systems represents the advanced
technology area for the cable medium. Frequency allocation, coverage,
and local use deunsity present no significant problems to cabtle systems,

but chey are still vulnerable to physical interruption and destruction.
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3.6 Advances in Transmission Technology

Historically, long distance transmission has been by analog means;

the current D& communications network is primarily an analog network.

Virtually all long-haul communications transmission facilities are in

the process of conversion to a digital form in order to achicve better -

e e s

performance at lower cost and also to be more compatible with the

emerging use of encryption devices, Costs are reduced using the economies

associated with solid-state devices which are primarily digital by

naturc. A major advantage of digital techniques for transmission is

the regenerative process. In analog transmission, noisc and distor-

tion are amplified with the information signal at each repeater and
= soon the cumulative distortion and nolse level becomes excessive, In
digital transmission each repeater regenerates the digital signal,

but does not repeat the distortion or noise.

Other advantages of digital systems are: (a) 'ower cost per

voice channel, (b) greater utilization of the existing telephone

plant, {¢) all types of signals of Iinterest to DUPA may be multiplexed

without interference (voice, teletype, facsimile., data, video), and

(@) much higher transmission rates may be achieved, thereby enhancing =
responsiveness. A disadvantage of digital transmission is that it .
: uses a greater bandwidth to transmit messages at a given rate than ‘ =

an analog system would require.

: modulation (PCM)* to encode volce digitally. With a requirement of

: 64,000 bits per second (bps) in each direction, PCM sampling 8,000
times per second can reproduce any frequency up to 4,000 Hz. Good |

s quality speech, however, can be reproduced with 32,000 bps or less

using fawaer bits per sample.

* N
See Appendix.
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Digital switching 1s another advanced technology that will be
found in the commercial network in the 1980s. Circuit-switching

and packet-switching are two high speed switching techniques.

Circuit-switching requires that all switches between terminals
are correctly connected before the transmission is made. Packet-
switching is a form of store-end-forward switchin: designed primarily

for computer-to-computer traffic. Time-division switching is practi-

cal when time-division multiplexing is used for digital signals. Time-
division switching can handle streams of traffic of differing speeds,

which will allow switching of voice, data, facsimile, and video.

PCM lines, digital radio, waveguides, satellite links, and other
high capacity channels can be shared by many users by time-division.
If, in addition, there are multiple access points to the channel, Time-

Division Multiple Access or TDMA techniques may be employed. TDMA

would be particularly useful where many customers would use the same
channel, as in CDNAVS and NAWAS. Demand assigrment of channels, DAMA,
is being used experimentally. Multiple access is essential for

efficient use of satellites supporting many ground stations.

An important point in digital communications is that this form
of transmission greatly increases the capacity and responsiveness of
the communications network. The magnitude of the increase greatly
exceeds DCPA requirements in almost every regard, and therefore the
point is not how well digital technology meets D&C requirements, but
how well DCPA can exploit digital technology to better perform its
mission. A detalled discussion of digital and pulse code communications

is in the Appendix.

3.5 Communications Satellites

Communications satellites are components of many modern communi-
cations systems. For D&C, communications satellites make possible

major advances within these areas:
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Use of higher radlo frequencies

Utilization of smaller ground station configurations
Multiple beams

Demand assigned multiple access (IDAMA) techniques
Digital techniques

Burst transmissions

lasers

Jlike terrestrial microwave systems, satellite systeus use
different frequencies for reception and transmission. The frequencies
used are generally expressed as pairs such as 4/6 CHz, 12/14 GHz,

20/30 GHz, with the first number referring to the frequency of the
down—-link and the second number referring to the up-link. Most
currently operational communications satellites use UHF and SHF {micro-

wave) frequencies, mainly in the 4/6 GHz band.

Initially the 4/6 GHz band for satellite communications was
uced because ground microwave technology already developed for this
band could be quickly applied to satellite communications. However,
the severe disadvantage of frequency interference between terrestrial
and satellite microwave systems has encouraged use of the i2/14 GHz

band for communications satellites.

In addition to reducing the interference in space and ground
systems, the 12/14 GHz band has these advantages: the beam width is
half that for a 4/6 GHz satellite, hence, twice as many satellites
can be used without interference; the down-link beam can be narrower,
wvith a resulting stronger signal and less expensive terminal equipment;
multiple spot beams are possible, allowing reuse of frequenciles; and

more powerful satellites can be used, reducing ground station costs.
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The disadvantage of the 12/14 GHz band is that rain, clouds, and
fog attenuate the signal and introduce noise, particularly in tropical
storms.  The attenuation may be compensated for by the stronger signal
in most but not all cases., Alternatively, two ground stations 15-25

km apart may be linked to wveceive the same signal, with the best

signai of the two being used.

L%

There are other bands for communications satellites higher in

o TR
o Rk vy

o

Gk

the spectrum which provide greater bandwidth. Experiments are being

i

RS

conducted at 20/30 GHz but more development work is needed.

Xea

Operational systems in the 20/30 GHz band are not foreseeu for
the 1985 time frame,

F-
i
3

Another important consideration is reduction of the size and cost

of the communications ground station. Among the factors that could

lower ground station cocts are: a smaller, fixed antenna, application
of demand assignment techniques, and mass production. There 1s also
2 tradeoff between maximizing satellite throughput and minimizing

ground statlon costs. As a generalization, a given satellite trans-

ponder may handle a large number of channels or a large bandwidth
at high ground station cost, or a small number of channels or small

bandwidth at low ground station cost.

An advantage of going to higher frequencies is that smaller
antennas can provide the same gain. A 20 meter antenna at 4/6 GHz,

a 9 meter antenna at 12/14 GHz, and a 4 meter antenna in the 20/30
GHz band provide about the same gain.

A means of sharing satellite capacity among geographically

scattered users is employment of multiple spot beams from the

satellite and use of some capability tc switch between beams. Each

beam ccvers several hundred miles of carth, enough to support services

similar to common carrier terrestrial communications systems. There o
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is a liability, however, in locating the switching cquipment on the
satellite at the risk of an unrepairable failure in space. This

liability could be avoided by using demand-assigned multiple access

(DAMA) techniques, which allow the communications satellite transponder

capacity to be shared by many geographically scattered locations in
accordance with variations in traffic demands. 7Thc sharing permits
connection between any two ground statjons without satellite-borne

switching.

Like simple multiplexing, demand assignment can be achieved by
frequency division, time division, or space division. Frequency
division multiple access (FDMA) and time division multiple access

techniques (TDMA) are most often used.

-4

Digital techniques have replaced analog transmissions in satel-

lite communications because more channels can be derived. Further-
more, digital transmission ylelds itself to the digital multiplexing
techniques that use DAMA equipment.

The attenuation of electromagnetic waves in the atmosphere tends
to increase with frequency, however, there are windows of reduced
attenuation which could be used for satellite transmission. The
carbon dioxide laser transmits at the frequency of one of these
windows in the infrared region of the spectrum. The employment of
lasers will extead the useful role of satellites but much work is

needed to resolve practical problems.

In the 4/6 GHz band, satellites must be kept 3000 km apart to
prevent signals transritted to one satellite from interfering with
another. Satellites using laser up-links can be very close together

without interference. Lasers operate at frequencies more than 10,000

‘-
ba
f—l

R

TR

b bk e L A A

poz

T
AT TR

FLd'idd

T AT T
SRR

ISR




times higher than today's up-links, and hence have a much higher
potential bandwidth. However, they may not be used on down-links

becawse of possible dangers to persons on earth,

In summary, communications satcllites have great potential in
the technological development of higher frequency spectrum utiliza-
tion, modest ground station requirements, and utilization of digital,
DAMA/TDMA concepts. 1In combination with other technologies described
in this report, communications satellites provide transmission capa-
bilities which could improve D&C communications capabilities in the
1980s,

3.6 Network Design Gptions

In the development of a survivable communications system, major
consideration must be given to the routing, switching, and relaying
of D&C traffic. Although the possibilities for intercomnecting a
large number of civil defense locations may, at first giance, appear
so large as to be nearly limitless, all factor into the two basic

configurations illustrated in Figure 6 (2) aand (b), a star or grid.

In the star configuration, every node is connected to every
other node through a single switch. Such a coufiguration provides
connection between every pair of nodes with the fewest number of
links. However, reliance on the availability of a single node and
the absence of aliternate routes essentially reduces the survivability

of the entire network to the survivability of a single node.

In comparison, the grid configuration achieves survivability by
employing the maximum number of routes to connect every node to every
other node directly (such a network is termed a clique). For a large
number of nodes, the network cost to establish direct communications

between all node pairs is usually unacceptably high.
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In practice, to ensure survivability without excessive cost, a
mixture of star and grid configarations is often used. This hybrid
is a set of stars connccted in the form of a larger star with an
additional link forming a loop. This configuration is sometimes
called "decenicalized" because complete reliance upon a single node

is not required.

Since the destruction of a small number of nodes can seriously
disTupt or destroy communications even in a decentralized star, net-
work configurations which achieve survivability through multiple
routing without the excessive cost of a clique are of interest. Such

networks are saild to be distributed. An example of a distributed

network is the grid illustrated in Figure 6 (c¢). Note that every
node is connected to at least two others. Because multiple routes
exist between all node pairs, requirements for grade-of-service,
reliability, and survivability in individual links can often be

relaxed with not appreciable degradation in network performance.

The survivability of networks depends upon the manner in which
nodes are comnected, the threat and the node/link "hardness" (the
capability to withstand Inflicted damage). The potential for
survivability may be presented graphically as '"draw-down" curves
which show the degradation of some network performance measure
resulting from an increased attack level, decreased node survivability,

or other factor,

For example, the draw-down curve resulting from a worse case
attack against a distributed network configured as an 18 x 18 node
array is presented in Figure 7. The network performance measure
("survivablility") is the percentage of nodes not physically destroyed

and remaining in communication with the largest single group of
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surviving nodes. The R-parameter associated with the different curves
refers to "redundancy" level and is a measure of the capability for
alternate message routing within the network.* ‘Two key points are

to be noticed in the figure. First, extremely survivable networks

can be built using a moderately low redundancy of connectivity.
Redundancy levels on the order of only three permit the withstanding
of extremely heavy levels of attack with negligible loss to communi~
cations, Second, the survivability curves have sharp break poiuts.

A network will withstand an increasing attack level until a certain
point is reached, beyond which the network rapidly deteriorates. Thus,
the optimum degree of redundancy can be chosen as a function of the

expected level of attack.

In comparison, Figure 8 shows the results for the case in which
the nodes themselves survive and only the connecting links fail. Note
that even when only half of the links are working there is little system

degradation.

The worst case is the composite effect of fallures of both the
Unks and the nodes. Figure 9 shows the cffects of link failures
upon a network having 40 percent of its nodes destroyed, Tt is clear
that with sufficient path redundancy, "unreliable" links can be used
in a distributed network almost as effectively as perfectly reliable
links.

*A minimum span network, one formed with the smallest number of links
possible is chosen as the reference point and is called "a network of
redundancy level one." If two times as many links are used, the
network is sald to have a redundancy level of two, ectc.
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In addition to providing alternate routes in the event of a
disaster, circuit switching provides the potential to improve the
grade-of-service and reduce cost. Improvements in grade-of-service
relate to reduction in the call blocking probability, 1.e., the
probability that all circuits directed to an adjacent node are busy.
For a given grade-of-service, the larger the trunk group the more
efficient it will be in terms of occupancy. Therefore, the switching
function should be introduced to concentrate circuits to improve net-

work efficiency and reduce cost.

To {llustrate the point, consider the nodal configuration of
Figure 10. Assume that the interconnection plan requires every local
office in Region A to connect with every_local office in Region B.-
Under Plan I every local 6ffiéé'in Region A is connected with every
local office in Region B by a multipiicity of direct trunk groups.

Under Plan 1I, regional switching centers have been established to
connect Region A with Region B by a single trunk group. Assume

further that the offered inter-office traffic is 0.5 Erlangs.* Under
Plan I, the traffic offered to each trunk is 0.5 Erlangs; under Plan II,
due to concentration by the switch, the traffic offered to the local-
office trunk is 2.5 Erlangs and to the inter-region trunk 12.5 Erlangs.
According to telephone traffic theory, the total number of long-distance
trunk circuits required under Plan I to ensure a blocking probability

of 3 percent is 3 x 5 x 5 or 75. Only 21 long-distance trunk circuits

*The traffic offered is usually measured in Erlangs. An Erlang is
equal to the amount of traffic one trunk can handle in one hour if
it were occupied 100 percent of the time. The number of Erlangs is
determined from the following formula: '

Erlang = No. of Calls per Hour x Average Holding Time per Call
(in hcurs).
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would be required under Plan IT. Thus, the introduction of switches

at che regional centers leads to a requirement for only a 2l-circuit
trunk uader Plan 11 rather than the twenty-five 3-clircuit trunks
required under Plan I. As a result of the greater efficiency
realized by the larger trunk group, the number of long-distance,
inter-regional circuit trunk miles could be reduced by a factor of
nearly 3.6.

Intimately connected with the survivability and efficiency c¢f a
distributed network is the so-called routing algorithm. This algorithm
describes the logic whereby messages are routed from source to destina-
tion even if the connectivity of the network has been radically wmodi-

fied by attack or other disaster.

A routing strategy can be .umpletely described by a routing
table and a call-control rule. A number of call-control rules

presently used in various communications networks are:

o Originati 1 Office Control

Alternative choices are permitted only at the originating
node and not at any tandem nodes. If at any successive

node the prescribed choice is not available, the originating
office is informed of this condition and an alternate route
emanating from the originating node is attempted.

e Originating Office Control with Spill-Forward

This is similar to originating office control except that
control of ths routing may be delegated to, or spilled-
forward to, a successive node.

e Successive Office Control

Each node is permitted tc choose alternate routes solely
on the basis of Lts own routing table.

The routing requirements for a D&C system are somewhat different

from those of commercial telephone systenms:
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e Routing must remain effective even after the connectivity %
of the nelwork has been modified by an attack or natural ;
disaster.

® Routing must remaln effective even under conditions of
traffic overload.

(]

Stbscriber switch (node) affiliations may change rapidly,
and some subscribers are preemptable.

A routing strategy responsive to these requirements must necessarily

be adaptive and, further, must satisfy system requirements for surviva-

bility and efficiency. Survivability considerations rule out techni-

ques involving centralized control of the routing strategy, as

performance is too dependent upon the survival of the control center.

Therefore, techniques in which routing and adaption are controlled

at each individual node must be considered. Such techniques are

consistent with the call-control strategies described previously.

Adantive routing strategies satisfying the above requirements
fall into two classes:

L]

"Hot-potato" strategies which minimize delivery time, and

® Saturation routing which requires each node to relay the

message to all adjacent nodes.

In the "hot-potato' adaptive strategies, routing is accomplished

by storing in a small computer at each node a table of the current

estimate of the time required to reach each possible destination

when starting out along each link leaving the node.

In saturation routing, the originating switch stores the call

identity in its search-in-progress table and sets an "originating

call attempt timer." The message is then relayed sequentially to all

adjacent ncdes. The adjacent nodes receive

message and examine
their search~in-progress tables.

If the call is not found 1in the
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table, meaning it is the first message received for a given call
attempt, the call is entered in the table and the message ralayed

to all adjacent nodes. If the call is found in the table, meaning
it has been received end relayed previously, the message 1s ignored.
This particular saturation algorithm thus precludes the possibility

of the same message being sent twice from the same node.

Certain inherent merits of the saturation routing strategy

make it especially attractive for a D&C network. They are:
e Elimination of any requirement for routing tables,
e Routing adapts instautaneously to the network configuration,
¢ Routing tends to favor the shortest and least used circuits,

e Subscribers may retain their directory numbers wherever
théy wove and require no geographic numbering plans.

Several models are currently available in the Defense Department
inventory which could be employed to assist in the development of an
optimally configured network for D&C communications. Three models
developed by the Defense Communications Agency for the AUTOVON and
MEECN* appear particularly applicable. The "Minimum Cost Network
Design Algorithm," "Network Performance Algorithm' and "Survivability

' already extant and operational as large-scale

Assessment Algorithm,'
computer models within the Defense Communications Agency, are available

for use by the DCPA.

It may be concluded that a D&C network can improve both surviva-
bility and performance through the application of switching and alter-
nate message routing. In comparison with the current D&C communications

networks, the "distributed" structure represents a significant departure
» P 24 P

*
MEECN: Minimum Essential Emergency Communications Network.
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in switching philosophy. A moderately redundant network configuration
will be more survivable, even with relatively unreliable or non-
survivable links, and such a configuration is consistent with

providing improved network performance at the lowest cost.

An adaptive saturation routing strategy, wherein messages are
relayed to all adjacent nodes, i1s advocated to further enhance
network survivability and performance. Such a strategy avoids the
vulnerability inherent in centralized control, automaticelly adapts
to changes in network connectivity, and easily accommodates mobile

subscribers.

3.7 Meteor Scatter Burst Communications

Every day billions of sand-size meteors enter the earth's
atmosphere and, upon burning, form long trails of ionized particles.
These columns diffuse rapidly and usually disappear vithin a few
seconds. However, during thelr brief existence, these ionized
trails will reflect radio signals. By using successive meteor trails,
radio communications can be effected by forwarding stored data at
very high speed during brief bursts corresponding to the lifetimes

of the individual meteor trails.

Because radiowaves hitting upon a meteor trail are reflected
primarily in the direction for'which the angle of incidence equals
the angle of reflection, only those trails suitably oriented may be
used for point-to-point telecommunicatioms. As a consequence, bursts
of traffic can normally be transmitted only about five percent of the
time. Nevertheless, the bandwidth of the meteor scatter channel
appears to be sufficiently large (about 100 kHz), to support fairly

high average data transmission rates in spite of the low duty cycle,
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The basic components of a meteor-burst communications system

are shown in Vigure 11, Equipment at both terminals is identical

(except for the operating frequencies of the transmitters and
recelvers, which are interchanged across the path) and consists of:

transmitter, receiver, throughput control unit, gated transmitting

A L

Ll e

store, recelving store, and antenna system.

The transmitter radiates continuously on separate frequenciles

in the range 30-70 Mz, a typical separation being 2 MHz. Trans-

limaas!

i

mission quality, monitored at the distant receiver and returned via

the return channel, is used by the control unit to adaptively

administer data transmission. Messages are transmitted only when the

BN~ T

transmission quality exceeds a prescribed threshold of acceptability.
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At the receiver, data is buffered in the receiving store and then

discharged at conventional data rates to terminal equipment.

Operationally, the burst~like character of the communications

equipment 1is not noted by the subscribers. Information flows r.

: into the transmitting store at onec terminal and out of the receiving

:3 store at the other at a constant rate.

P Meteor burst communications systems have several merits:

¢ The altitude of the reflecting meteor trails permits
direct point~to-point communication over distances of

up to 1500 kilometers. i
s

e In a nuclear environment the propagation mechanism
appears to be survivable although some additional
attenuation due to ahsorption in the lower atmosphere

should be anticipated.

¢ Low probability of intercept and antijam capability
are inherent due to the directional character of the
specular meteor trail reflections.




WILSAS NOILYIJINAWWNOD ¥311VYOS HO313NW

i1 3HNOI4

21018
vieq ~—Pi SurrTwsueay 1a)jusuex]
anduy pa1e9
foa3uo)d
IndyInoxiyy
Lo LJ1 P 93038
andang Suragedsay 134293

31015 BIT(]
1341909y Guingacey | » 3nd3ng
1013U0)
Indy3noayy,
21018
uexl Juplayusueay eaed
193378 4 Indug
po1%)

T T S e cap ey




The received signal depends not only upon the number of meteor
trails, but upon their orientation and position relative to the
transmission path. This, in turn, depends upon the manner by which
meteors are swept up by the forward motion of the earth as it
revolves about the sun which leads to both diurnal and seasonal
variations in system performance. On the morning side of the earth,
meteors are swept up by the earth as it revolves about the sun.

On the evening side, the only meteors reaching the earth are those
which overtake it. This results in a maximum meteoric occurrence rate
around 5 a.m. and a minimum meteoric occurrence rate around 6 p.m.

A seasonal variation is introduced because the meteors are not distri-
buted uniformly along the earth's orbit but are concentrated so as

to produce a maximum incidence of meteors in July and 2 minimum in
February. A further minor seasonal variation is introduced because

of the tilt of the earth's axis relative to the ecliptic plane.

1f meteor trails are to be used effectively for communications
it 1s necessary to operate the transmitter in a burst mode, taking
advantage of the relatively large signals which occur when suitable
meteor trails are present and shutting down the system when they are
not. The burst type of operation requires not only the detection of
meteor trails, but the subsequent selectioa of trails which are

suitable for the transmission of information.

One means of accomplishing the detection and selection functions
simultaneously is to employ a transmitter and receiver at each terminal
with the transmitters radiating carrier continuously. The carrier

level is monitored in & narrow band at the receiver and, when the

carrier exceeds a prescribed threshold level to ensure an acceptable
signal-to-noise ratio, the presence of a suitable trail in indicated.

A return control channel then releases the information from transmitter

storage to the modulator for transmission at high speed during the =
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lifetime of the trail. The return channel may be used for control
only or may also be used for point-to-point traffic in the opposite

direction.

Meteor scatter communicatlon systems are characterized by the
discrete nature of the transmission medium and the requirement for
control of message transmissions. Although analog storage services
are available, (e.g., magnetic tape, tapped delay lines, surface-
acoustic—wave (SAW) devices), the large delay and rapid readout
capability required by meteor scatter communications is best carried
out with digital storage, Further, as a counsequence of the poten-
tially large time intervals between transmission bursts (up to
several seconds), meteor scatter appears inappropriate for real-time,
duplex telephony. The bandwidth of the medium (about 100 kHz) is
probably not enough for transmission of standard television signals.
As a consequence, most if not all of the potential traffic will be

digital data.

The character of the meteor scatier channel appears to place
few restrictions on the choice of a digital modulation method.
As a consequence, methods may include techniques such as Quadrature
Amplitude Modulation (QAM). Several modulation methods are summarized
in Table I where their capabilities are compared, using the same
transmission bandwidth. Of particular interest is the eight-phase
phase-shift-keying (8#-PSK) system, which will permit voiceband
data transmission at an average rate of 4800 bps. This rate is also
the maximum rate available within the Direct Distance Dialing (DDD)
telephone system for unconditioned lines. Commercial facsimile
terminals are presently available which also operate at this data

rate.




TABLE 1

COMPARISON OF DIGITAL MODULATION TECHNIQUES

Channel Bandwidth = 100kHz BER = 10”°
*
Band- | Instantaneous Average _ Energy~Contrast
Modulatlon | usden | pata Rate (R) |Data Rate (B) | Ratio (E /N )
BPSK 2R 50 kbps 2.5 kbps 10.6 dB
QPSK R 100 kbps 5.0 kbps 10.6 dB
89~PSK | 2/3R 150 kbps 7.5 kbps 14.2 dB
168-PSK. | 1/2R 200 kbps 10.0 kbps 18.8 dB
BFSK JR 33 kbps 1.67 kbps 14.2 dB
QFSK 3R 33 kbps 1,67 kbps 11.3 dB
8-~ary FSK 4R 25 kbps 1.25 kbps 9.7 dB
PR3~FM 2R 50 kbps 2.5 kbps 16.7 dB
PR7-FM R 100 kbps 5.0 kbps 20.5 dB
PR3-QAM R 100 kbps 5.0 kbps 16.7 dB
PR7-QAM 1/2R 200 kbps 10.0 kbps 20.5 dB
*
Assumes a duty cycle of 5 percent.
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The most important effects upon a meteor scatter burst communica-
tion system following a nuclear detonation arise as a result of
excessive D-region* absorption. The amount of D-region absorption
experienced by the meteor-scattered radiowave depends upon its

frequency and upon the altitude and yield of the detonation.

The results of simulations developed by the Naval Ocean Systems
Center indicate that all meteor scattered signals would be severely
attenuated immediately following a nuclear detonation. For a low
altitude bursc; an operating frequency of 50 MHz might recover after
experiencing only a few hours of blackout; an operating frequency
of 150 MHz might recover in less than one hour. For the high altitude
burst, a somewhat larger recovery period can be expected. In neither
case, however, is the outage period due to a single nuclear burst

expected to exceed six hours.

Current technology appears capable of creating a meteor scatter
communications system that would have average data transmission rates
twice as high as those used by previously deployed meteor scatter
systems. This gain in performance is predicated upon three factors:
(1) the meteor scatter channel is inherently capable of supporting

instantaneous data transmission rates of 100,000 bits, per second,*#*

*D-region: one of four layers of the ilonosphere; when it exists, it
occupies an area between 50 and 90 km above the earth.

L33

K. Folkestad, lonospheric Radio Communications, p. 206: "In designing
meteor-scatter circuits it should be recognized that the channel is
capable of supporting very high instantaneous signaling rates. For
instance, at (the Defense Research Telecommunications Establishment
in Canada), tests have been conducted at 104 MHz with data rates up
to 100,000 bits/s over a 1400 km path.

G. F. Montgomery and G. R. Sugar, "The Utility of Meteor Bursts for
Intermittent Radio Communication," Proc. IRE, Vol. 45, pg. 1684:
"Transmission experiments in a 100-kc band have not realized the
theoretical capacity of the signal, mostly because of multipath
propagation. About half the meteor bursts observed are unaffected

by this distortion, however, so that a useful system of this bandwidth
may yet be possible."
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(2) adaptively steered antenna beams can be employed to isolate
suitable meteor trails and thereby reduce transmitter power require-
ments by providing increased directive gain, and (3) transmitters can

be operated intermittently thereby reducing average power requirements.

The application of meteor-burst communications for national
needs is being studied by using the same equipment complement as
employed in the Soil Conservation Agency's SNOTEL system (2 KW trans-
mitter, 2 kbps data rate, binary PSK)'but with an omi-directional
aircraft anténna. The DCA will in November 1979 conduct an experiment
to determine the feasibility of employing meteor bursts to provide a
Minimum Essential Emergency Communications Network (MEECN) to effect

survivable communications between the ground and airplanes.*

3.8 Spread/Spectrum/SCULPT Concepts

Spread spectrum communications are characterized by a transmitted
signal which has a bandwidth much wider than the information bandwidth
of the signal. Spreading the signal power over a wider bandwidth
results in low signal power spectral density per system user. The
same bandwidth may be used by many users simultaneously. The main
process of a spread spectrum system is to spread a signal over the
"common" bandwidth and then (at the receiving terminal), to separate
it from other users without errors and with a minimum of interference

between users.

In conventional spread spectrum systems, separation of the various
signals is done by frequency division, where each user is assigned a
portion of the spectrum either exclusively or to share with others.

This sharing of the spectrum requires a network discipline to facilitate

*
J. L. Hentage et al., "Meteor Burst Communications in Minimum Essential
Emergency Communications Network (MEECN)," Naval Ocean System Center
Technical Report 138 (August 1977).
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the efficient access of users to the communications channels. The
separation 1s accomplished by assigning codes to various users,
whereby each user's code functions as an address. Only the addressee

can recover the Information addressed to him,

By making the transmission bandwidth much larger than the
information bandwidth, a high processing gain is achieved which
enables the recoveryof faint signals. This has proved to be desirable
in the case of satellite communications, for deep space applications
and for the detection of signals in an environment with high levels

of interference.

Recent technological advances make spread spectrum technology
even more desirable. For example, the advent of the charge coupled
device makes it possible to sort out the users rapidly. This,
coupled with expected increases in demand for communications by
numerous users, has increased interest in spread spectrum techniques.
The latter would make it possible for a communications system to
accommodate many more users on a random access basis without a centra-
1ized network control. However, the relative bandwidth utilization
efficiency between spread spectrum systems and other conventional

narrowband systems requires further study.

There are two main types of spread spectrum techniques in use:
pseudorandom noise code sequences and frequency hopping. Hybrids
of the two techniques have also been used. The following paragraphs

discuss these techniques.

The pseudorandom noise spread spectrum uses a pseudorandom noise
(PN) sequence of binary digits (of one and zeros) with statistical
properties that resemble those of thermal noise. Data and synchroni-

zation information are added to the PN sequence to form the PN code
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and to unable acquisition at the receiver side. The resulting bit
stream modulates a carrier frequency which i{s then amplified and

transmitted. (A block diagram description of such a PN system
transmitter is shown in Figure 12.)

At the receiving end, a replica of the code is correlated with
the received code. This can be done in two methods: the first method
requires the local PN generator to step forward or backward in the
time relative to the received code until both codes are in phase.

The second method requires the receiver to have a filter matched to
the code. Matched filtering maximizes the signal-to-noise ratio

at the output of the filter. The impulse response of the code-matched
filter 1s a delayed replica of the input signal. The introduction

of charge coupled devices (CCD) makes the use of tapped delay lines
for matched filtering economically feasible. A spread spectrum

system with a receiver using CCDs is currently being developed by

The MITRE Corporation for the Maritime Administration. This system

is designed to accommodate low power satellite communication users;
hence, its name: Satellite Communications Using Low Power Technique

(SCULPT). Figure 13 shows a block diagram of the SCULPT receiver.

A PN spread spectrum system is relatively insensitive to electro-
magnetic interference as shown in Figure 14. Such interference would
be spread over the bandwidth of the PN signal and only a very small
portion of the interference power spectral density will fall within

the narrow bandwidth of the baseband signal after collapsing the
spread spectrum.

Frequency hopping is basically frequency shift keying where the
number of frequencies used is greatly expanded and where the frequencies
are selected according to some pre-specified code. Thus, the available

bandwidrh 1s channelized into contiguous slots. At the transmitting
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end, a digital frequency synthesizer is used together with a PN
code generator for frequency selection. The input information is
modulated on the carrier frequency prior to mixing it with the
output of the synthesizer. At the receiving end another frequency
synthesizer and a code generator to drive it are also required.
The information is demodulated from the incoming signal after the
latter is "dehopped" through proper syncironization of frequency

and code. The code used must be a replica of the received code.

The separaticon betweenr frequencies is chosen to be uniform and
at least as wide as the information bandwidth to be.modulated on
the individual (channel) frequency. The RF bandwidth is determined
by the product of the number of frequencies '"n'" of the synthesizer
and the separation between the two contiguous frequencies,Af. The
processing gain of this spread spectrum system 1s then equal to the

number of channels used.

One of the D&C communications requirements is the transmission
of information such as sensor measurement of fallout radiation
or other selected measurements from a number of diverse locations.
Sensors would probably produce information which could be transmitted
at a low fata rate using low power, and possibly with a low duty
cycle, i.e., once every minute or even less frequently. The sensor
information would be fed to a ceatral facllity where the fallout
siltuation is being monitored. A feasible mechanism for the relay

of such information would be a satellite communications system.

The SCULPT spread spectrum satellite communication system could

provide a viable medium for the transmission of critical information
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under adverse scintillation and ionization conditions. The low data
rate, the low transmitter power, and the fact that fallout sensors
may be unattended, all match the SCULPT concept curreantly being
developed. Furthermore, depending on bandwidth, thousands of
transmitters could be accommodated by the satellite. Figure 15

is an overview of such a system. Each transmitter could transmit

a signal of about 10W of power, which is relayed through a satellite
with about 27 dB gain to a ground station having an antenna with

a gain of about 50 dB. Such satellite transponders and earth

stations are commercially available.

The use of a low data rate in this system is particularly
suitable to alleviate effects of fading expected after a nuclear

attack. The simple nature of the SCULPT transmitter combined with

a more complex receiver makes it particularly suitable to the sensor
application, since the information gathering system at a central civil

defense facility could accommodate the SCULPT receiver.

In summary, systems such as SCULPT offer a desirable multiple
access communicatioas capability for information reporting after a
nuclear attack. Such systems offer privacy of communications, an
anti-jam capability, and the ability to accommodate various users
with different data rates, all using the same bandwidth either
simultaneously or alternately at random and without a network
discipline. The random access capability coupled with a low duty
cycle could result in a capability to accommodate a large number of

users. Tests of this system concept are necessary, however, especially

in an environment similar to that expected.

3.9 The Joint Tactical Information Distribution System (JTIDS)

B i St

The Joint Tactical Information Distribution System, JTIDS, is

an evolving system designed to offer improvements in military
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communications. Since JTIDS has the technological pctential for
providing secure, jam-protected digital communications, it is
appropriate to consider JTIDS in the D&C role.

JTIDS is essentially a node-less Iinformation distribution network
within which a community of JTIDS-equipped users can share a common
pool of information. Information is reported digitally in pre-
assigned time slots by all participating elemenis on a common
broadcast frequency in the form of brief messages and i1s selectively

accessed by each element according to its needs.

The JTIDS information net acts as a high-capacity, receiver-
oriented tactical information distribution system. Participants
who have information useful for direction, control, or execution
broadcast that information routinely into the net, without needing
to know who cthe recipient of the informatlon may be, and the elements
needing information extract it from that available on the net, without

needing to know who furnished it.

"Receiver-oriented”" means that, instead of having to issue a
request for information to a specific party, the user can decide on
a category of data he wants, query the net for data in the category,

and receive anything the system contains on the subject.

Information on the net is refreshed at rates commensurate with
the rate of decay of each class of information. When the receiver
calls up a display of the desired information, all other system data
is excluded by the same commands. Thus, selective retrieval is
fundamental to receiver orientation and is a driving characteristic

of the JTIDS architecture.
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The information net's connectivity depends on omnidirectional

antennas which reach all JTIDS-equipped elements in the net which
are within line-of-sight. Coverage beyond line-of-sight ranges
can be provided by relays, preferably airborne. Any JTIDS terminal
can perform as a relay.

Any member of the net may be designated to act as the master
station to serve as the system time reference to which all other
members are synchronized. The master statilon requires no special
timing accuracy or terminal features. Additional members can be E
added to the net as the situation develops; in the event of a station g
failure or destruction, the loss is confined to loss of that particular
element's information or capability without crippling the net. The
system can survive even widespread failure and still be available for

use by the remaining terminals.

JT.8 has no dedicated switching centers or landlines. No fixed
communications plant is needed. The system consists wholly of i
deployed terminals; to operate within it, ecach element requires only I

JTIDS terminal. With appropriate interface devices, JTIDS will .
accept the inputs from a variety of communications equipment, routing b
them to their destinations where they will be read without the change

in communicatious tecnniyues beluy apparcai.

A JTIDS net is organized on the principle of time division.
Various elements are assigned specific time slots on the net within ‘
whichh to report information of general concern to the elements of ?§
the net. Condensed within a brief message format is a series of b
reports which communicate the information the element has to k;
contribute; each element may reporxrt at a different rate depending
on the mission, the frequency of the need to update, the quantity i

and criticality of the information and the nature of its roles.
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The baslc JTIDS timing structure, the epoch, is defined as 12.8
minutes; this is the period of time after which the time slots are
renumbered. Active participants must have at least one time slot
in each epoch. However, the value of some information decays much
more rapidly than every 12.8 minutes, or even in some cases, every
12 seconds. If all members of the net were devoted to reporting
every 30 seconds, the net would support 3,840 separate pieces of
information. If the entire net were assigned to report every
second, the number of participants in the net could be 128. These
values give some idea of the reciprocal relationship between system

capacity and mission demands.

An individual time slot is 7.8125 milliseconds long. The
number of time slots assigned to each participant is based on that
particpant's operational function and the amount of information he
has to contribute. Again, the tradeoff is apparent. The less real
time the regquirements are, the more individual pieces of 1nformatlon
the system can contain; the more real time they are, the fewer
separate pieces of information. Vital pieces of information must be

repeated at least one each epoch to remain in the uet.

Time slots can be assigned either singly or periodically at a

selected rate within each epoch.

The JTIDS is designed to support two types of messages: formatted
and unformatted. Formacted messages are those in which each bit has
a specific meaning and a large amount of information can be condensed
into the brief message period. TFormatted message transmission is

preferred for this reason.

Unformatted messages are used for any data that does not fit

the standard message formats. They may be longer or shorter than
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the standard messages or they may simply be a continuous bit stream

as 1n the case of digital voice.

Digitized voice information is taken from a processor which
separates the bit stream into message~length packets of 225 or 450
bits for transmission. When the user transmits, his terminal
processes the digitized stream from his voice processor and transmits
those bits in every twelfth time slot for as long as he transmits.

In the remaining 11 of every 12 time slots, the JI'IDS terminal will

be processing the digital messages carrying other information.

Speech is not an efficient method of information transfer. The
time required to transmit a given message digitally compared to
voice is on the order of 1:5000, hence there is a strong argument

against the use of JTIDS for voice radio communications.

Since JTIDS operates at microwave frequencies, direct communica-
tions are confined to line-of-sight. However, the system provides
the capability to rclay to extend communications coverage to
subscribers beyond line-of=-sight. The relay function is based upon
the principle of time~slot-delay relaying. A message detected
in a particular time slot is decoded and a bit is set into the
message indicating the message is being relayed. The message is
retransmitted, usually within three to six time slots after reception.
Any terminal receiving a message both directly and via the relay will

process only one.

Any JTIDS terminal can fuanctlion as a relay in addition to P
performing all its other terminal functions. Any number of terminals j%

can operate simultaneously as reclays, each assigned unique time slots

for this purpose. When relays must be used, the total system

capacity is cut. For every message relayed, an additional time slot
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i{s uwsed for single relay; bullding a chain of relays requires a chain

of time slots. If all messages require relaying, system capacity is

cut in half.

Four communications modes are being developed for JTIDS; they
give the user the cholce of operating in narrowband or wideband;
securc or nonsecure fashion. Mode 1 secures the data and the signal
structure and provides maximum jam-resistance by spreading transmission
through both pseudonoise and frequency hopoing techniques over the
frequency range between 965 and 1215 Miz. Mode 2 does not use
frequency hopping and the total bandwidth is 10 MHz. Mode 3 uses
an identical syunchronization preamble code for all time slots, and
in Mode 4, neither the signal structure nor the message ls encrypted.
In Mode 1, up 1o 128 multiple nets can be created as needed in a
geographical arca, limited only by the self-jamming created when

large numbers of nets are used in the same locality.

The JTIDS architecture requires that all elements transmitting
on any net be time-synchronized with high accuracy, using as reference
whatever station is acting as master at the moment. If any terminal
transmits at the wrong time, the signals it sends out may not have time
to propagate out of the environment before the next transmitter is
scheduled to send, and at least some terminals in the environment
may still be receiving the errant station's signal when the trans-
missions from the following transmitter are arriving. Uader such
conditions, messages sent in some time slots might not be received.
Transmission timing error can have serious consequences to system

connectivity.

To stabilize system timing, any one of the participating terminals
may be designated the time master. The master terminal needs no

special attributes; it simply does not adjust its time as all others
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do, but merely identifies itself as master periodically. Other
terminals in the envivonment welgh the master time more heavily

than signals ftrom other terminals, coufirming synchronization.

3.10 Packet Radio

Another alternative for data transmission is packet radio.
Packet radio is a two~way radio device that is used for dialog with
a computer, transmitting data in short bursts rather than continuously

as in voice transmissions.

Since a packet radio transmits only brief bursts of traffic, a
relatively small source of power is required and small, portable
transmitters are practicable. Such transmitters could communicate
worldwide using satellite relays between individuals, computers,

data bases, and possibly even machines.

A typical packet radio network is shown in Figure 16. The
three primary elements of a packet radio network are the terminals,
stations, and repeaters, any of which may be fixed plant or mobile
installations. The terminals may be handheld devices, teletype-like
devices, displays, computers, or sensors. The stations have overall
responsibility for starting the network operations, routing, traffic
control and directory services, aud may also provide access to

other networks. Repeaters serve to extend the network geographically.

Each terminal connects into the network via a radio/digital unit.
The packet digital unit forms network traffic into discrete digital
segments (packets) which are transmitted through the network by the
packet radios over a common radio frequency channel at either 100 or
400 kilobits per second. A generalized network scheme consists of
a terminal passing a message to the packet radio at 100 kbps; the

packet radios transmit through the network at 400 kbps until the
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message reaches the destination radio which in turn trausmits It

to the addressee terminal av 100 kbps.

The radio Frequency, slgnal processing, and digital functions
are all contained in the packet radlo., The radio and digital functions
may be housed in the same cabinet or in separate cabinets,

The vadio unit accomplishes the analog signal processing and the
digital unit performs the digital processing. The units may be
separated up to 300 meters, allowing the digital unit to be located
close to the host processor, computer or terminals, and the rvadio
unit where transmission is optimized, such as on a pole. The antenna
is typlcally a set of stacked dipeles whlch provide about 10 dB

omidirectional galn.

Terminals, stations,and packet radios communicate by packets

gital iuformation varying in length from 10 to 132 (16-bit} words.

of di
The first chree words are a preamble used tor packet synchronization
and the last two words are usced fov a 32-bit checksum. The packet
radio automatically gencrates the preamble and the error checksum.

A packet header, which uniquely identifies each packet, consists of
10 wvords and follows the preamble. The data or text of the message

comprise the remainder of the packet.

The header of each packet containg an indlcation of length of
the packet, the source and destinatlon, sequence number, Its routing
and Information on the type and disposition of the packet. This
informatfon is used to route, process, and forward the packet through
the network. As the packet travels through the network, the packet
radio recaiving the packet transmits it and waits until other packet
vadios receiving the packet retransmit it. When any of the retrans-
mitting radios sends the packet back to the initial radio it is

considered an "echo acknowledge."
14
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When the packet arrives at its destination, the destination
packet radio passes the packet to the terminal or station and
returns a ponitive acknowledgement for receipt to the source packet
vadlo 1f it haa been requeated. If the source packet radio does not
receive acknowledgement of receipt after a predetermined number of
retranamissions, the terminal or station connected to the radio will

regenerate the message,

In establishing communications, the packet radio software
periodically gencrates search packets toward a station, The station
analyzes the scarch packets and assigns a hierarchy level to the

packet radlo based on an optimization criterion, such as minimum hops.

After this 1s completed, the packet radio is recady to receive
and transmit data. Packets arc transmitted on a first-in/first-out
basis as they arc generated and reccived by the packet radio.
Depending on the packet type, a packet may be transmitted once only
or the packet may be retransmitted until an echo acknowledge 1is

recelved.

Packet radio nceds a form of multiple access control which
permits many scattercd transmitters to transmit on the same channel
at the same time. A simple form of control called the ALOHA control,
which has been applied to both satellite and terrestrial links, has

been employed in Hawali.

ALOHA 1s a simple contention scheme. FEach terminal is attached
to a transmission control unit with a tranamitter and receiver. The
control unit accepts the message and forms the packets which include
the header and crror detection code. After assembling the packet,
the control unit transmits the packet at random and all devices

receliving the tranamission frequency recelve the packet. The packet
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1s ignored by all recelvers except those to which the packet is

addressed, which returns an acknowledgement.

Since the transmissions from each terminal packet radio are
transmitted rarndomly, they can "collide.” When this happens, the
error codes indicate the collision and no acknowledgement is trans-
mitted. The terminal packet radios then automatically retransmit
their packets, this time hopefully without interference. To help
overcome collision of packets on the retransmission, the ALOHA
scheme provides a randomized time Interval before retransmlssion.

Because with increased chaunel use, the trafflc attempting to
use the channel builds up at an increasing rate, 1t can be showa that
the maxzimum use of a classical ALOHA channel is 18.4 percent. A
chain reaction develops with the retransmitted packets themselves
causing retransmissions so that above a certain level ¢of traffilc
the channel becomes unstable. There awa ways of mitigating the
low channel utilization: these methods are known as "slotted" ALOHA,
carrier se' se, and FM discrimination. A combination of these
techniques can provide channel use as high as typical landline

systems,

In "slottad" ALOHA, packets begin transmission at a specific
time 1terval instead of randomly. The time for the transmission
is determined by a system-wide clock, with each transmitter synchro-
nized to the clock. This scheme has the advantage of reducing the
number coliisions to half, however, all packets must be of equal
length., The maximum theoretical use of a slotted ALOHA channel is

36.8 percent.

Other pouvsibilities include use of a reservation protocel which

permits reservation of certaln time slots, and by use of an early

3-49

4
E]
Y
"

kS
B
b

d
SRR

on S

P-YIE O SR



warning system which divides terminals up by priority. High priority
terminals send out a signal before they transmit; all radios hear

the warning signal and avoid the high priority time slot.

A simpler early warning system is the carrier sense mechanism.
Carrier sense implies that a terminal can detect when another is
transmitting by detecting its carrier. If this is the case, the
transmission will be slightly delayed to avoid a collision of packets.
The most effective way to alert the terminals is for the central
station to transmit a "busy signal' while it is receiving. The busy
signal is transmitted on a narrow bandwidth control channel and all
stations will receive it. When carriers sensing is used, as much as

80 percent of channel capacity can be used.

When FM modulation is used, the radio receiver is designed to
discriminate between strong and weak signals; the weaker signals are
rejected. In thls scheme, the weaker signal is required to be retrans-
mitted. If the power output of a transmitting packet radio could be
adjusted, the probability of two colliding packets is low and the
stronger signal will be received correctly. In theory, use of a
slotted channel and FM modulation could use 100 percent of channel

capacity. In practice this has not be achieved.

In summary, it can be seen that JTINDS and packet radio are

similar in many ways. Buoth are methods of distributing data to a
large number of users in a tactical arena. Both concepts are in a ¥
fluid stage of development and rapid changes can be expected, but both o5

systems have hardware in various stages of development. A

Both systems are iine-of-sight systems, relying on relays for

|
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coverage beyond the horizon, The use of relays rendexrs both systems 'i

vulnerable to physical damage but with little impact on overall nstwork
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survivability. Both systems use omnidirectional antennas to minimize

set-up and mobility problems.

It 1is inappropriate to vie‘lv JTIDS and packet radio as competing
concepts. There has been a transfer of technology between the two
systems capitalizing on the strong points and mitigating the short-
coming of both and this exchange probably will continue. By the
time that the requirements for D&C communications are defined there
may be relatively few differences in the two concepts and selection

between the JTIDS and packet radio can be made at that time.
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4.0 EVALUATION AND INITIAL DESIGN CONCEPTS
4.1 General

The evaluation of the current D&C communications system leading
to a consideration of initial new designs is accomplished in the
context of four "emergency condition situations' or phases that

have been identified by DCPA.* The four conditions are:

@ Crisis: The time period (for situation) where there is a
threatening international development and the public expresses
a desire to know cof the nature of the crisis and how it
affects them, or when the President needs to inform the
public of the seriousness of the threat. A crisis extends :
to a period of attack warning or subsides if there is a V;;
lessening of the threat. (Program D-prime population .
relocation operations commence.)

13
@ Warning: When Commander-in~Chief, NORAD, declaves the country E
is under attack, or when an accidental launch warning is )
issued, and the public is directed to go to shelter. (Popula-
tion relocation continues.)

® In-Shelter: The period of time from when the public enters
shelter to the time they are directed to emerge because the
radiological fallout hazard is evaluated as safe enough for
emergence.

® Post-Attack Recovery: The period of time from when survivors
emerge from shzlter to the time when legitimate civil govern- ]
ment effectively maintains law and order and the nation's .
economy can support all survivors and steady capital growth.

4,2 Evaluation of the Current D&C Communications System

It has been observed that the current communications support
provided by CDNAVS, CDNATS, CDNARS, NAWAS, and the switched systems

is adequate for peacetime requirements. However, under crisis conditions

*Defined in National Backbone System of Facilities for State and Local
- Government Direction and Control of Emergency Operations - A Concept
i Paper, review draft, DCPA, December 1975.




the current communications system is not expected to have the flex-

ibility and respousiveness to support population relocation as
euvisioned by Program D-prime. Above the local level, the fixed-
plant communications design provides little capability to support

fluid population relocation operations and changes in the locations

of civil defense activity and responsibility. The meager channel

allocations from regional to state centers (see Figure 5), as well

as from state to local units, are not expected to provide sufficient

capacity under stress conditions., Above regional level, the

availability of access to the switched systems (particularly AUTOVON

and AUTODIN) may provide sufficient capacity if they are not pre-

empted for military traffic., The same apparent deficiencies will

persist during the transition to the in-shelter condition as

population relocation coutinues and as other sectors of the popula-

tion enter chelters.

During and immediately after a nuclear attack (during the

in-shelter emergency condition and early post-attack recovery phase)

the present D&C communications system will no doubt be seriously

damaged and probably be out of service. This will be caused by

damage to an expected large segment of the AT&T Long Lines network

upon which the D&C communications system is presently dependent.

Although many long line trunks will survive, the restoration of

critical circuits (including those of DCPA) rely on what is pre-

sently a man-intensive process. Unfortunately, at persent there is

no assurance that the personnel required will be available to restore

the system; they too will be in-shelter,

Also the D&C communications system has ouly a limited capability

to respond to changes in traffic demand and to possible realignment

of D&C responsibilities. If a regional center is destroyed requiring




another to absorb its duties, a corresponding change in communica=-
tions support would be difficult to provide., Even the HF radio

net, CDNARS, is vulnerable to blast damage to antennas and interrup-

tions in transmigsion caused by ionization of the atmosphere. The

D&C communications system is therefore not responsive under condi-

tions in which it is needed most.

In the post-atrack recovery period, the existence of a D&C
communications system depends on the extent of damage to the commer-
cial plant, the availability of spare resources and the respousiveness
of repair personnel. The CDNARS, the only technology independent of
the AT&T Long Lints system, does not have the channel capacity to
be the sole D&C communications capability during this phase. The
responsiveness of the D&C communications system therefore will be

very limited.

4.3 Initial Design Concepls

Typically, initial syster design involves consideration of

tradeoffs in performance, cost, technical risk and development

time. Determination of these parameters was not a goal of this

study and therefore a complete initial system design cannot be

completed. In addition, the questions concerning the effect of

implementation of the D-prime program and the formation of FEMA

must be ascertained and considered in the final system design, It

is possible, however to provide preliminary thoughts on the D&C

system design,

It is felt that designs should be furnished for the near term

(operational in 1980-81) and the long term (operational in 1985).

For the immediate future, implementation of the distributed, switched
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network and adaptive saturation routing strategies described in the
section on network options can provide a relatively quick payoff

in system responsiveness.

The key to survivability of the D&C communications system in the
longer term is the employment of redundant modes of communications.
The pervagsive AT&T Long Lines should be the basis of the D&C system.
More sophisticated network design options should be considered
however. Redundant links on alternate routes and adaptive saturation
routing must be carefully studied and provided. Digital transmission,
switching and distribution should be used to benefit from the better
signal regeneration capability, the ability to switch and multiplex
voice, data and other type signals, higher transmission rates, and
higher system capacity. In addition to this basic network, an
independent satellite network should be implemented., This system
could possibly be shared with some other critical service in order
to justify the expected high cost., Millimeter wave satellite links,
perhaps in the 100 GHz band, with TDMA and DAMA capabilities, should
provide flexible and responsive support even in the fluid population
relocation situation. Since system survivability is closely relatead
to redundancy of communications resources, a third and final communi-
cations capability appears to be justified. Such a system would
trade capacity for survivability and be similar to the military
MEECN* system, For this purpose, a meteor burst scatter system
seems to provide the requisite survivability, flexibility and

responsiveness characteristics.,

*MEECN: Minimum Essential Emergency Communications Network.

)
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JTIDS or a Packet Radio System (or a derivative of the two)
has potential for use betwecen state and local civil defense elements
and can serve well in support of population relocation operations.
JTIDS/Packet Radio can be augmented at the state and local levels
by residual communications resources such as police and other mobile
radios and the surviving commercial plant., For information feedback
and radiologic sensor information transmission, particularly during
the in-shelter emergency condition, an automatic system such as

SCULPT appears to have potential,

In summary, concept development and initial design of a D&C
communications system for the next decade is, at this state, wmostly
speculative. 1t is apparent that the present D&C communications
system is adequate as a peacetime system, but that it will have
serious deficiencies before, during and after a nuclear holocaust.

It is also clear that therc is a shopping list of advanced communica-
tions technologies which will, at least, mitigate the problems

associated with the muclear weapon environment.

Maay questions remain unanswvered concernite future D&C communi-

cations system design:

® llow will the merger of DCPA into FFMA affect the require-
ments for a D&C communications system?

® What will the communications topography be a decade from
now, in terms of traffic originators and addressees,

locations, organizational structure?

® What are t e detailed operational scenarios for the
design time period?

® UWhat is the expected communications flow in terms of
volume, frequency and type?

@® What are the operational performance criteria for a
D&C communications system?
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@® What is the full impact of Program D-prime on D&C
communications?

® How well will the AT&T Long Lines network function,
under adverse conditions?
These questions can be answered only by a system definition study,
or architecture, for a survivable, flexible, responsive and
supportable direction and control communications system. A system
definition study is the natural follow-on to this preliminary
overview of advanced technologies for a survivable D&C communica-

tions system.
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Digital and PCM Communications

Luformation may be transmitted over a communications medium in
two forms, analog or digital. Analog is the more traditional way to
transmit a contlinuous range of frequencles, which vary as the input
signal varies. Digital transmissiou is a stream of oun/off pulses
called bits that can be traunsmitted at an extrewely high rate,

Pulse code modulation (PCM) is a techniquc in which voice and other

analog signals are converted into a stream of bits.

In order to convert an analog sipgnal (such as voice) to a
pulsed signal, the analog signal must be sawpled at periodic inter-
vals. The simplest form of sampling produces pulses with an
amplitude proportional to the amplitude of the signal at the instant

of sampling., This process is called pulse awplitude modulation, or

PAM. Instead of transmitting an infinite number of amplitude values,
it is normal to transmit only a limited number of discrete values,

or to quantize the signal. In systems in actual use today, 128 pulse
amplitude 7alues are used. After quantizing, the value of the ampli-
tude is coded into a binary pulse train. The process producing the

binarv pulse train is called pulse code modulation.

If the highest frequency of the signal is W hertz, it can be
mathematically shown that a pulse train of 2W pulses per second is
sufficient to carry it. Therefore, for a typical telephone call
with a maximum frequency of 4000 hertz, a digital bit rate of 56,000
bits per second is needed (7 bits per sample). However, transmission
facilities can carry two million bits per second and it is therefore
worthwhile to multiplex several signals. Time-division multiplexing

is generally used.

A major advantage of using digital techniques for transmission

is the regenerative process. In analog transmission repeaters,
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nolse aud distortion are amplitied with the signal and, after
several amplifications, the cumulative distortion and nolse level

becomes excessive.

the digital signal, rendering it impervious to the distortion and

noise in the med{un.

PCM also has these advautages:

A disadvantage of digital transmission is that a much greater

bandwidth is required.

digital transmissions can survive traveling over a channel with a

lower costs per telephone channel,
Greater utilization of cxisting plant.

Transmission is unaffected by {luctuations of the
medium (within certain limits).

All types of signals may be multiplexed without
interference: voice, teletype, television, facsimlle,
computer data.

Much higher transmission rates cam be achieved.

PCM is cowmpatible with the newver transwmission media,
such as laser-pulsed optical fibers.

Computerized satellite ground statious handling time-
division multiplexed bit streams provide the most
cconomical use of satellites.

Digitral transmisslon makes effcctive encryption easy to
achieve.

Time-division multiplexing provides advantageous
switching methods in addition to tyansmission multi-
plexing.

Concenttatotrs, which are inexpensively built using

digital techuniques, ean substantially reduce the
cost of local distribution networks.

A=3

In digital transmission each repeater regenerates
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high level of distortion and with a pocr nolse-~to-slgunal ratio.
There fs a vradeof T berween bandwidth and the nolse~to-signal ratio;
a glven transmission link can be operated at a higher bandwidth but
distortion and the noise=to=signal ratio will be higher. A high bit
rate (higher bandwidth) can be transmitted If the digital signal is

reconstructed sufficlently often,

Much of the telecommunications planc in the United States is
doagned for avnalog transmission., To traunsmit data over analog
facilities Lt is necessary to convert the digital signal into a
«ignal within the voice frequency range. Modems used for this pur-

pose are one of the following:
e Amplitude wodulation, double sideband (DSB-AM)
o Amplitude modulation, vestiglial sideband (VSB-AM)
o Irequency shift modulation (FFSK)

e Phaso shift modulation (PSK)

In DSB, binary states are represented by the presence or absence
of an audio towe ov carricr. In VSB unwanted sideband components are
filtered out and as a result, the signal takes only about three-

fourths of the bandwidth requirved for DSB.

FSK has nearly universal application for the transmission of
digital signals at the lower data rates (1200 bps and below). In
FSK, two binary states are represented by two different frequencies.
FSK cau show a 3 or 4 dB improvement over DSBH and VEB v most types
of noise environment. Ancther advantage is its immunity from the
effects of non~-selective level variations such as fading in high

frequency radio transmissions.
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For systems using higher digital rates, phase modulation becomes

more attractive., Various forms are used such as two-phase, relative
phase and quadrature phase. A two-phase system uses one phase of
the carrier frequency for one binary state and the other phase for
the other binary state. In the relative phase system, a binary
"one" is represented by sending a signal burst of the same phase as
that of the previous signal burst sent. A "zero" is of a phase
opposite to the previous signal. The signals are demodulated by
integrating and storing each signal bit burst and comparing it with

the next signal burst.

In the quadrature phase system two binary channels are phase
multiplexed on one tone by placing them in phase quadrature. An
extension of this technique place two binary channels on each of
several tones spaced across the voice channel, Phase modulation
allows utilization of all available power for intelligence trans-
mission and has a good noise rejection capability, but the

complexity of the equipment is a disadvantage.

Higher level modulation schemes result in the achievement of
necessary spectrum density at the expense of some loss of threshold
performance. Today, the state-of-the-art in common carrier radios
is 1344 voice channel, 90 Mbps systems using 8 phase PSK (8@ PSK)
modulation. A 4032 voice channel, 274 Mbps, 18GHz, system for short

haul communications is also in use.

The advantages of digital and PCM communications to DCPA lie in
the acceptance of this form of transmission commercially. The
lower cost per channel, ease of multiplexing various types of trans-
missions, higher transmission rates and signal reconstitution
characteristics provide an advantage in responsiveness and flexibility.

Although a greater bandwidth is required, this characteristic is
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acceptable to the higher-frequency transmissions of satellite
systems and laser-fiberoptic systems. Where conventional narrowband
transmission faculties must be used, signal compression techniques
may be employed as discussed in the next section.

Signal Compression Technology

Digital channels are being introduced at a rapid rate. Commer-
cial telephone companies are using PCM encoding of voice, with a
requirement of 64,000 bps in each direction. Methods of encoding
voice transmission into a much smaller number of bits are discussed

in this section.

PCM sampling 8000 times per second reproduces any frequency up
to 4000 Hz. However, most of the energy in speech is in frequencies
below 1000 Hz and the signal does not change very rapidly. Fewer
bits are needed per sample if, instead of the absolute value of the
sample, the difference from the previous sample is encoded. This

technique is called differential pulse code modulation, DPCM.

Signal differences are also encoded in a technique called delta
modulation, using only one bit per sample. The one bit indicates
whether the signal amplitude increases or decreases at the instant
of sampling. The rate of change of the signal amplitude determines
the number of pulses needed for this form of encoding. If the peak
amplitudes are of low fraquency and the high frequency components are
of low amplitude (as in human voices) fewer bits are required. Delta
modulation.circuits are now in service which encode speech with good
quality into 32,000 bits per second and this rate should drop to
16,000-24,000 in the very near future.

The quality of the transmitted voice can also be improved by

increasing the number of sampling levels for the amplitude values
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which occur most often, and decreasing the number of levels for i
amplitude values which occur least often. Small amplitude values of

speech occur more often than large ones and therefore a scheme

called companding increases the spacing of the quantizing levels for

the stronger signal levels.

A compandor is a device that, in effect, compresses the higher-
amplitude parts of a signal before modulation and expands them back
to rormal agaiun after demodulation, thereby favoring the weaker parts
of the sign ' and reducing quantizing ervor. Companding is used

with PCM, differential PCM and delta modulation.

Vocoders are a class of encoders which try to produce semantic
clarity without faithful voice quality. Vocoders tranemit enough
energy to synthesize voice without n»reserving the original voice

waveform.

The channel vocoder is one form of vocoder. It sends three
types of information: first, it sends information about pitch;
second, the vocoder indicates when speech is ''voiced" or 'mon-voiced"
(when the vocal cords are in operation); third, the channel vocoder

transmits information on frequencies other than the primary pitch.

T

The speech is synthesized from this information. Two initial sound
sources are used, a hiss generator and a generator of a buzzing

sound consisting of pulszs corresponding to the pitch of the vocal
cords. The buzz is turned on during periods of voiced speech and

the hiss during unvoiced speech, The hiss or buzz is then split into
16 channels, cach of which is me .lated by the 16 frequency bands

transmitted. The result is speech of high inteltigibility but

unnatural sound. This type of vccoder has been operated between
2400 and 4800 bps.




The newest technology of vocoders involves devices that use a
hybrid of PCM transmission and channel vocoding. The low frequencies
(200-1000 Hz) are transmitted complete in DPCM and the higher fre-
quencies into bands as with a channel vocoder. The lower frequencies
ave then combined with the samples to synthesize the higher frequency
speech. This system, called a voice-excited vocoder, typically uses
7200-9100 bps and gives better voice quality than the pitch-excited

vocoder.

Linear-predictive coding is another promising technology. It

extracts information from speech in the form of a digital pulse
stream and then attempts to transmit the complete waveform instead
of samples. Linear-predicrive coding generates an error signal
giving the difference between an actual pulse value and a predicted
value based on previous samples. The linear-predictive coder
extracts information on gain factor, pitch information, and voice-
unveiced infermation., Far fower bhits nre required to transmit this
information. Unlike frequency vocoders, linear-predictive vocoders
eacode speech more accurately when it changes fastest, and can
therefore provide more matural-sounding speech using 10,000 bps or

less.

DPCM and delta modulation may be used to encode video in the
sane way as voice. Differential video encoding employs a feedback
loop and a slightly delayed signal which is subtracted from the input
signal. #hen the subject is still, the incoming signal is constant
and the difference signal is zero. For rapid movement, the difference
signal 1is large. Tight differential coding can be overloaded when the

image moves too fast, resulting in a blur across the screen.

TAST, Time Assignment Speech Interpolation, is a technology

used on subocean cables for douhling their capacity by continually
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reassigning the channels to tnr telephone speakers. On normal tele-

phone calls, no one is speaking for about ten percent of the time;

on four-wire or quad circuits, the path in one direction is used

only about 45 percent of the time. TASI is designed to detect the

caller's speech and assigns a channel in milliseconds after he begins

to speak, at the loss of only an undetectable amount of the first

syllable. The speaker retains the channel until he stops speaking,

at which time it is allocated to another speaker.

The digital equivalent to TASI1, Digital Speech Interpolation,

DSI, is faster and more efficient than the older TASI. DSI has been

on satellite channels, more than doubling the capacity of the
channels on which it is used.

used

Switching

Three components are needed Lo provide end-to-end communications:

a trunking system, a local distribution network and a switching

system. As described earlier, future trunking systems will be

characterized by very high bit transmission rates using microwave

radio circuits, coaxial cables, satellites, waveguides and even wire

pairs capable of carrying the traffic of many users simultaneously

using time-division multiplexing. Local distribution networks consist

(and probably will coatinue to consist, in 1985) of wira pairs in a
cable.

Switching between trunks and local loops and between trunks is

the remaining component. The efficiency of the switching function

is an important factor in data communications systems. In voice

communication, a ten second switching time is acceptable but in

data transmission where 4800 bits are transmitted per second, &

1/10 second de¢lay is unacceptable.
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Therc are two ways in which high speed switching can be performed:

circuit switching and packet switching. Circuit-switching makes and

breaks comnections. Data 1s not stored at the switches and all
switches must be correctly connected before the transmission 1is made.
This proress of switching must be done very quickly to be effective.
Computers are used for this purpose and the fast-connect switches
may not be electrical paths. Time-division switching, in which
different messages are interleaved as they flow through the switch,

may be used.

Packet switching is a form of store-and-forward switching. It

is intended primarily for real-timc wacnine-to-machine traffic
including terminal-to-cemputer connections. A packet switched net-—
work delivere its packet in a fraction of a second and deletes the

message from memory as soon as correct receipt is acknowledged.

The input computer is known as the "host" computer. When the
host computer sends data, it passes the data with an address code to
the local network computer where it is formatted into one or more
packers. Each packet contains the control information to tramsmit
the data corcrectly. The packets are transmitted from one computer
to the other until it is received at the destination network computer
where it .eformatted, reassembled and passed to the destination host

computer.

The network conirel protocols executed in communicating bhost
computers and the switch processors provide for flow and routing
control, error detection and retransmission and the control necessary
for buffering required to support store and forward operation of the
network. EBach switch provides for dynamic alternate routing as well

as hop by hop acknowledgement.
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Packet switching was developed by the Defense Advanced Research
Projects Agency (DARPA) in the late 1960's and early 1970's and the
ARPANET packet switched network has been in operation since then.
ARPANET is the basis for AUTODIN II, the military secured, computer—

communications network of the Defense Communications Agency for the
early 1980's.

Packet-switched networks support data transmission but cannot
support voice, video or facsimile transmission, To switch bandwidth
in a time-varying manner between voice, data and other uses, requires

a more flexible technique than packet switching, such as time=division
switching.

Time-~uivision switching is practical when time-division multi-

plexing is used, either of PCM signals or data. A feature of time-
division switching is that it can handle streams of traffic of
differing speeds. Most of the time-division switching equipment
employved today switches fixed capacity channels, but even this is a

quantum improvement over conventional switching.

The input to the network may be a PCM or digital transmission
line. The signals are time-multiplexed by the switch onto a fast
bus, and the resulting stream is demultiplexed at the destination
by accurately timed gates. When the switch swikches voice signals
(not data) there is no need to complately digitize the voice; it
may be left in PAM pulses. There are one eighth as many PAM pulses

as in the completely digitized signal ~nd therefore a higher through-

put is possible.

PCM links, digital radio, waveguides and satellites make
available high capacity channels which can be shared by time-division.

If there are multiple access points and access is accomplished in a
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digital time~division fashion, it is known as Time-Div’sion Multiple-

Access, or TDMA. (FDMA, Frequency-Division Multiple-Access, which

is also used, implies separate frequencies for different users as in
broadcasting. Time-division implies different time slots are

allocated to different users).

Channels may aiso be assigned by allocation to users on demand.

Demand-Assigned Multiple-Access (DAMA) TDMA has bheen used experimen-—

tally, Multiple access 1s essential for efficient use of satellites

with many user locations. For example, ground stations are being
produced with control mechanisms to permit many locations to share
a satellite transponder on a demand basis. There are three ways of
providing such a control function:

e Central control: A computer at a central control point

accepts requests for channels, allocates them and informs
the interested parties of the allocation.

e Deccentralized control: Each station has its own form of
control. Any station requiring chammel space requests it
over a common control-signalling channel with other stations
hearing the request.

e Contention: A high-capacity channel is shared free-for-
all. Short bursts of information are transmitted randomly;
if they conflict, the information bursts are retransmitted.

One advantage of decentralized control is that the system is
not vulnerable to the failure of one control station, but this
arrangement is more costly. Centralized control is preferred when

elaborate allocation schemes are required.

Burst modems are used in TDMA to transmit high-speed burste of
data. A burst can cartry voice, video, data or any digitally encoded
information. A station may transmit many voice chamiels or, for

example, a video channel in which case the station is allocated
.




frequent bursts or large bursts. A burst from one station may
contain information addressed to many other stations. Each station
receives every burst but extracts only those addressed to it. It
stores the items in a buffer and assembles all the bursts. The
contxol of the bursts and the allocation of bursts to users resembles
a computer operating system. Because the bursts can be of widely
varying length, all types of signals can be carrled. This technique

is extremely flexible.
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